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TARGET: Reconstructing a 3D neural field on-the-fly with an actively-exploring mobile agent to best represent the scene

FORMULATION A continual learning perspective of the neural field optimization

Local equilibrium point can be achieved by first maximizing the generalization, and then minimizing the forgetting [51] Finding the next-best-view with the most distribution shifts and then optimizing the neural field given new data → 

SOLUTION Through the lens of loss landscape 

True zero-crossing point: flat basin False-positive zero-crossing point: sharp ridge

Exploration: pushing the agent toward the unstable minima
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RESULTS Scene geometry recovery through autonomous exploration
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